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Industry Trends: Big Picture View, moving beyond buzzword bingo
Everything is not the same in the data center aka “The Information Factory”

Enterprise / Primary / Secondary / Bulk
ﬂhat to choose? L /J/Protection / Software Defined Storage (SDS)\
5 h/ P <///// Tin Wrapped / Appliance / VSA / VSAN / VTL

T - Cloud / Openstack / High-end / Legacy / SAN
' Modular/ Mid-range / Gateway / Scale-out
Converged / Hyper-Converged / Grid / RAIN
Server SAN / Hybrid / ASA / AFA / NAS / File
Block / Virtual / Object / Cluster / Start-up
Little Data / Big Data / Data Pond / Data Lake

@hat are your:

* Applications?
* Usage profile?
* Existing tools?
* Constraints?

. * Needs vs. wants? o : |
— | —\_ Backup /Archive / PBBA /vPBBA / PBDPA |
/" Speeds, Feeds, Functions, Slots, Watts N N S
m DRAM / NAND / Flash / SSD / SLC / MLC / TLC / 3D Buzzwords, Trends & Terms
HDD / SSHD / HAMR / SMR / NVMe / PCle / HDFS |
SSS ) SAS / SATA / mSATA / m.2 / Compress / Dedupe
: Thin Provision / RAID / FEC / Erasure Code / Tape
ﬂ Snapshot / CDP / Replication / SMI-S / REST / SMB

HTTP / APl /S3 /ODX / VAAI / VASA / VVOL / IOPS/

S toragelO
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Industry Trends: What’s Your Data Infrastructure Strategy?

Do you have a strategy? What determines and influences your strategy?

Initiatives from above Needs vs. Wants Business Opportunities
(Higher level vision, strategies, cost (requirements, budget, nice  (New markets, speed to market, gain

savings, resiliency, derive more value, to have vs. must have) market share new functionality, M&A)
faster time to market, mandates, M&A) -

Buzzwords Trends

Your

IT challenges Strat Ideas \=
(Cost, budgets, growth, E> rategy (Innovation) TN s
availability, security, privacy) e
* ’} % Influencers
F ﬁ Constraints (Management, peers, vendors, "
(budgets, staffing, power, cooling, Technology VARSs/business partners, consultants,
floor space, software license, time) opportunities media/bloggers, adoption vs. deployment)

S toragelO
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Industry Trends: Balancing Your Need’s with Want’s of others...

Evolve Your Data Infrasture protecting what you have while evolving to the future

Your Vision, Mission, Charter
Minimize Disruption Obiective. Stratesv and Plans Navigating Maze
Protect and Preserve ; 1 Buzzwords and New Trends

What you Have
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Industry Trends: IT should be about the Applications!

Everything is not the same in the data center aka "The Information Factory”

.

| A T T All application data either has:

0 No value = Ephemeral/temp/scratch = why keep?
O High value = May be active or static

0 Some value = Current or emerging future value

.. *Various workloads and size O Unknown value = Protect until value unlocked
'ReqUIrements and constraints

yto busm$% .

*Different environments
*Applications and how used

All applications have PACE attributes
0 Some applications and their data are more active
.~ 0 While others have different access/activity

Are you treating everything the same?

0 From a performance perspective?

O From space capacity or type of storage?

O For data protection (HA/BC/BR/DR/Backup)?
O Efficiency vs. Effectiveness?

Primary PACE attributes for active/inactive are:
P — Performance (IOPS, Latency, Bandwidth)

A - Availability (Access Durable, RAS HA BC DR)
C - Capacity space (Raw, usable, protected)

E - Energy/Economics (upfront & recurring)
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Industry Trends: Data Infrastructure Decision Making Tips
Everything is not the same: Keep in mind your needs vs. somebody else's wants!

What you need
(e.g. basic
requirements, must
have, jacks or
better)

Strategy and plans
Needs and requirements

Keep in focus Your

Everything is not the same

Environment and applications

What you want
(e.g. secondary
requirements, nice to
have, wish-list or
somebody else's

Everything is not the same
Various PACE attributes

Different environments
Different applications
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B— Performance and Productivity
A— Availability, Durability, Protection
g— Capacity space and consumption

E— Economic costs and constraints
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Industry Trends: Why Hybrid is the IT Home-Run into next decade

Technology and Services that adapt to your environment needs that can also evolve

Driving Return on Innovation — The New or Alternative ROI
Some Hybrid Technologies
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Industry Trends: Marketing Metrics vs. Metrics that Matter

Marketing "hero” metrics vs. those that are applicable and matter to your environment

Comparing SATA 11l (6Gbps) Flash SSD drive and NVMe (x4) Flash SSD Drive
8K Random Write IOPS, Response Time (Seconds) and CPU per |OP

4 \::ut 15.39 Response Time 10,685 1095 16.00 %
% . 14.00 ;g
E 000 le'JQC i
5§ iops 800 E 3
TPC-CTPS vs. Total Raw and Used Storage Capacity r
20000 Database Size 47268 [Scale Factor 6000) with 1, 20, 50 and 100 Users J7a3  Toul RawStorage Capacity 5900 \
9 .. * Keep PACE and context in mind Component vs. Composite
gm 417.37P5 — #E '-:nnE . o .‘ .
s Ch -£ *Various tools and technologies 2
e FIETD R S oo™ =1 _—
2000 N W W B oW OR § % 3§ % % = k ¥
= sa e Y I T * Old school (lometer, SQLIO, dd, 512 byte or 4K 10Ps)  J{ i |

i

FF&ITT‘:UIMIN {2 Drives)  ENT 105 RAIDY (2 Dl FNT.’;\i‘:ﬁ»\IDIUDIi'I:\] ENT 10K R0 (4 Deives]  ECAP SW RAMD S Drives) g N eW SC h OO I ( DiS ks pd’ Vd be n Ch’ B M F’ deiO a n d Ot h e rS’ 8 K

- sed Capacity e Usable Capacity (GB) TPS {TPC-C Like )

read/write,, random/sequential, Bandwidth, IOPs, latency, CPU

400.0 0z
10K RPM HDDs 15K RPM HDDs  365.4 TPS

= aome o usage, 128K and larger 1/Os for block and file, TPS for Database,

g0 s | " " object tools, context matters as does being able to repeat or do
EE:Z — s g tests/workloads yourself)
w — - e ... ) www.storageperformance.us and www.thessdplace.com
T http://storageioblog.com/part-ii-iops-hdd-hhdd-ssd/
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Industry Trends: Software Defined and Virtual Wrapped Storage

Some new solutions, packaging, features, functionality, scale (up, down and out)
Time To Expand Conversation to Software Defined Storage Management!

“Tin” or “Hardware” =l *“ &’ ﬂ
Wrapped Storage SW \ < “VM” or “VSA” F

-— Storage “Virtualization” Wrapped SW
Functionality —
Data Services Storage

Containers

]
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Industry Trends: Clouds (Public, Private, Hybrid), Object, Cl, CiB, HCI

What's the best for you? Depends on what you need to do...

What are you trying or needing or wanting to do?

» Access shared, external, remote storage (block, file, object/application)
* Access remote database (SQL, NoSQL, little data, big data)
* Run applications or other software “in” the cloud

* Access cloud applications from local applications

* Archiving, Backup/BC/DR/HA of active or in-active data

* Higher performance, or lower cost “bulk” storage

* Shopping for cloud servers and storage is like traditional server storage shopping
O You need to know your needs, requirements, options and their characteristics
O Look beyond lowest cost and cost-cutting to avoid comprise
O What level of availabity, access, durability and resiliency do you need
0)

What level of performance, interoperability and management do you need?
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Industry Trends: Non Volatile Memory (NVM) aka flash SSD
SSD as cache, target or hybrid, which is right or best for you?

ATIMELINE OF MEMORY
Answer: It depends on your needs, budget and preferences! CLASS INTRODUCTIONS r‘O
PCle card PCle card : Oy St
SSD drive — as a cache as a target —= O® - MI%SBEEN[]ECAIJESSINEF
in server : B MAINSTREAM MEM
— ‘Cache & 10 software =
M.2, NVMe NAND flash trends
g I ClE Card * SLC shifting to faster MLC
M as target * Many types of MLC today

TLC & 3D NAND appearing
Improved write durability
Some read optimizations

&

SSD cache

i

\%% appliance * Higher density, lower costs
SSD dl"lve ‘ Horizontal A\l;':r;:ra;:;z?::r;r 3D
PClecard  SSDdrive  SSD drive in m in workstation _ A
in appliance in appliance  storage system or laptop Gcon/e‘ts;cx:!:n EEE§§§§§ égggégga |
along with HDDs = 1 v
www.thessdplace.com L —

http://storageioblog.com/volatile-memory-nvm-nvme-flash-memory-summit-ssd-updates/
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Industry Trends: NVM Express (NVMe) Evolving Role

Leverages PCle as physical transport with new software driver stacks including block

Frcon Fcomes Ry st ey - U DA b e i)
jeaamaaaln o TR g aaaa 080081 PR D
BET waae . el ey 8 mEa
PR e | FEERR IR i see CHHEHHR

................
R 7T T

iSCSI, SAS iSCSI, SAS NVMe over NVMe over
FC/FCP, SRP/IBA FC/FCP, SRP/IBA RDMA fabric RDMA fabric
SAN/NAS/Object
NVMe “front-end”

“front-end” . . .
Shared WI I I be d p pea rl ng in: Shared Block storage access in

St “ _ ” S place of iSCSI, FC/FCP,
NVMe “back-end” orase \-% O Storage systems as “back-ends torage SRPABA e

Storage in place of or 0 Shared external PCle (switched)  NVMe "ackend”

co-exist with
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Storage in place of

SAS or AHCI/SATA SRTSAS 0 NVMe over Fabric using RoCE SAS or AHCI/SATA S
NVM Storage NVM Storage
(e.g. NAND flash) (e.g. NAND flash)

“Back-end” for ey = ey =) (- iy =)y = “Front-end”

Storage Systems Over network
Shared NVMe accessed “ Ba C k_e n d”
PCle External Storage 1
Storage E.g. Alternative to
e Front-end” 5

FCP/SRP

= And

NVM Storage ”Back_end”
(e.g. NAND flash)
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Industry Trends: Different Types of Convergence
There are many different approaches for convergence, more than hyper-consolidate

Public Cloud Scale Government
Web-Scale, Ultra-Large Organization

Mode of Consumption
Deployment Model or Building Block Vendor or

Community
Public Cloud Service, “Shipping” Container
Multiple Racks, Single Rack, Solution Bundle Multiple {Tu N key
HCI (Cluster in Box / CiB), Single Appliance Racks .
Vendoror  software (“Tin-wrapped”, Service
self supported  Cloud, VSA, standalone) provider
— supported
ceeief
Hypervisor - Rack Scale
SSEEE Quad Hosts Slmple Cluster
Hypervisor g E
s Node Scale
Simple HA
P SOHO, ROBO Smaller SMB
Standalone

5 toragelO
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Industry Trends: Barriers to unlocking full value of Convergence
Its not the products, protocols or technology, it's the people policies, politics, processes

Instead of pockets or silos of influence, decisions,
management, support and control its converged

Its my budget Its my database

Its my servqr I_

> HER FAU

. Its my location
Its my sto’m

Its my desig

~Its my project

sy

wrtua/ and phys:cal teamwork!

T X =
T R

Power of Team.Wo-'kj‘f
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Industry Trends : Some Vendors & Technology To Keep an Eye on
They may or may not be applicable to your needs...

CloudHQ (Cloud management tools), EMCcode (Rex-Ray, s3motion and
more), Enmotus (FUZEdrive Microtiering, physical, virtual, cloud), Formation
(Software defined storage management for DAS and open stack),
InfinitelO (Cloud and NAS cache), lofabric (SAN/NAS pooling), Microsoft
(Diskspd, Nano, Storage Spaces Direct and Replication, SOFS, Azure among
others), Mesosphere (Messo tools), Plexxi (Networks), OpenStack (Manila

and Trove), Qumulo (insight and management enabled storage), ScaleMP
(Data Center Operating System), Reduxio (hybrid storage without
compromise), Rubrik (Software Defined Data Protection), Tesora
(OpenStack trove tools), Virtunet systems (VMware flash cache software),
Xangati (software defined management tools) and many many others...

rivate, Hybrid. Public
Clowd
storagelo.com

S toragelO
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Industry Trends: Data Infrastructure decision making tips
Everything is not the same, keep in mind your needs vs. somebody else’s wants!

Do’s (try to accomplish these) Don’ts (try to avoid these)
* Have a proactive forecast (PACE items) * Shop based on just lowest cost per TBytes
* Be an informed shopper vs. low cost focus ¢ Become tunneled vision (keep options open)
O Manage the process and vendors O Get competing solutions and ideas
O Have a plan, prepare and do your homework O For price/costs competition or comparison
O Execute the plan and play the game O Compare apples to oranges vs. apples to apples
v Listen and learn from others O Let somebody else's wants become your needs
v’ Keep your environment needs in focus * Get stuck in analysis paralysis

v’ Filter out noise, do an RFI/RFP/RFQ

v : .
Shop around, Ie\'/erage S,ales’ look for value O Leverage assistance, be respectful of others time
v’ Ask tough yet fair questions

v" Ask for help, guidance and assistance * Ignore your n'eeds Vs. Wan_ts
= Be respectful of peoples time O Current environment and investment

v' Make a smart storage decision O Risk vs. reward for change
O Buying shelf-ware (what you wont be using)

O Longer you wait delays ROl benefits
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Closing comments, for now...
Look leverage technology / solutions that work for you, vs. you working for them

Industry Trends and Perspectives Head in the clouds, feet on the grciunfg
* Have a vision, strategy and plan (e.g. an itinerary and road map) -

* Have insight and awareness into your environment (avoid flying blind)

* Increase your Return on Innovation using new & old things in new ways
* A little bit of flash SSD in the right place goes a long way (location matters) ;
* Many of these technologies or trends are interesting or fun to watch
* What'’s applicable for your environment, what can you actually use?
* How can you leverage old and new things in new ways

* How can you facilitate change without causing disruption?

Where to learn more

* Www.storageio.com (articles, videos & webcasts)

* Deltaware Solutions www.dwdsinc.com

* Feel free to call, IM, tweet, or email greg@storageio.com

i RN >

@StoragelO
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